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In the ethnographic context, where answers to questions are unknown, consensus theory estimates the culturally appropriate or correct answers to the questions and individual differences in cultural knowledge. The cultural consensus model is a formal model of the process for asking and answering questions and is limited to categorical response data. An informal version of the model is available as a set of analytic procedures and obtains similar information with fewer assumptions. This article describes the assumptions, appropriate interview materials, and analytic procedures for carrying out a consensus analysis. Finally, issues that sometimes arise during the application of a consensus analysis are discussed.
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Culture is the set of learned and shared beliefs and behaviors, and cultural beliefs are the normative beliefs of a group. Cultural consensus theory (CCT) is a collection of analytical techniques and models that can be used to estimate cultural beliefs and the degree to which individuals know or report those beliefs. CCT estimates the culturally correct answers to a series of questions (group beliefs) and simultaneously estimates each respondent’s knowledge or degree of sharing of the answers.

Group beliefs can be estimated from responses to a series of related questions. The simplest way is to aggregate responses and use the majority responses (for categorical type or qualitative responses) or the average responses (for ranked or quantitative responses) to estimate the answers. Agreement between the responses of individuals and the aggregate responses of the group can be used to estimate how well each individual corresponds to the group.
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CCT builds on these basic analytic approaches. First, estimates of individual knowledge or competency can be estimated from the agreement between people. Then, the culturally correct answers are estimated by weighting the responses of each person by their competency and aggregating responses across people. This article describes the purpose and assumptions underlying consensus theory, the different approaches to estimating the culturally correct answers and individual competencies, and the various issues that may arise when using CCT.

**PURPOSE AND ASSUMPTIONS OF CULTURAL CONSENSUS THEORY**

When the culturally correct answers are unknown, as in the ethnographic context, the purpose of CCT is to estimate the culturally correct answers and the cultural knowledge or accuracy of informants. To use CCT, informants must be asked a series of questions all on the same topic. Responses to questions are not corrected, recoded, transformed, or reflected as they are with knowledge tests and attitudinal scales because the purpose is to use the original responses to estimate culturally correct answers. Informant reliability or competency can be estimated from the pattern of agreement between individuals; the observed agreement is a function of shared knowledge. Answers are estimated by weighting individual responses by their competency and aggregating those responses across individuals.

To use CCT, at least three assumptions must be met. First, each informant should provide answers independently of all other informants. This means that answers should be provided by individuals and not groups and without consultation with others. The consensus methods are not appropriate for group interviews. Second, the questions should all be on a single topic and at the same level of difficulty. This assumption concerns the homogeneity of items and means that items should represent only one topic or domain of knowledge and that competency should be consistent across items so that if someone is knowledgeable on one subset of questions, they should also be knowledgeable on another subset of questions. Third, CCT is applicable only if there is a single set of answers to the questions. Essentially, this means that there must be a high level of consistency (agreement) in responses among informants. An aggregation of responses is not valid unless there is reasonable consistency in the underlying data. An initial step in applying consensus theory is to check whether there is a high degree of agreement among the informants (e.g., to verify that there is only one response pattern present). Note that a consensus analysis does not create consensus; it only assesses the degree of agreement that is present.
There are two general approaches to consensus theory. The formal cultural consensus model (CCM; Romney, Weller, and Batchelder 1986) is a process model in the sense that it models the process of asking and answering questions. The formal model only accommodates responses to open-ended questions (with a single word or short phrase response for each question) and multiple-choice type questions (including those with dichotomous true-false or yes-no responses). The model assumes that there is no response bias in informants' answers. An informal version of the model (Romney, Batchelder, and Weller 1987) is actually a set of analytic procedures that can be used to estimate the culturally correct answers and informant correspondence to the group answers without some of the restrictions of the formal model. The informal version of the model can accommodate ordinal, interval, and ratio-scaled responses (where numerical estimates are provided for each item). Both approaches provide estimates of the culturally correct answers and estimates of individual differences in the accuracy of reported information.

CULTURAL CONSENSUS THEORY AND RELATED ANALYTIC APPROACHES

Simple Aggregations

Given that a series of related questions has been asked, culturally correct answers to the questions can be estimated with a simple aggregation of responses. In spite of some degree of heterogeneity in beliefs, the most frequently held items of knowledge and belief (the majority or modal items) can be considered the culture of a group (D’Andrade 1987). Using a simple majority or averaging responses across respondents for each question provides a reasonable estimate of answers that is easy to understand and statistically sound. Such an aggregation of responses provides a best estimate of the central tendency for a single variable or, in this case, each question. Such aggregations of responses are intuitive and have long been used to estimate answers to questions.

The only difficulty with this method arises when we try to differentiate strong beliefs from those that might indicate no cultural preference or the presence of multiple beliefs. When response patterns show very strong agreement—for example, 99% say “true” and 1% say “false” to a particular question—it is easy to discern the cultural preference. When responses instead are 51% true and 49% false, there is technically a majority but one that does not really indicate a strong preference for either true or false. In this case, a statistical test can be used to identify the items with a strong majority, for example, where responses are significantly different from a 50–50 split. A
binomial test (Siegel 1956) can be used to identify questions that indicate a significant deviation from chance; items significantly different from 50:50 can be classified as true or false. The two-choice response case can be generalized to multiple response choices and tested against a $1 \times k$ chi-square goodness-of-fit test (Siegel 1956). Simple statistical tests, such as the binomial or chi-square, can be used to distinguish a cultural preference from chance.

Reliability Analysis on Respondents

A limitation of evaluating questions one at a time is that information on the pattern of agreement across the entire series of questions is not used, and there is no information on the relative performance or knowledge of individual informants. A reliability analysis on people incorporates agreement and can provide information on the performance of individuals. In general, reliability is the degree to which the same answer can be obtained under similar conditions. In anthropology, reliability can apply to individuals and the degree to which they supply similar responses to similar questions on different occasions (Young and Young 1962). Informants who provide similar answers to the same questions when asked multiple times are considered to be more reliable sources of information. Equally important is validity, the degree to which the estimated answers correlate with the true answers. Information is considered to be more reliable if the same information is provided by multiple informants. When the same information is provided by multiple informants, the information is also more likely to be valid.

An aggregation of responses is the best estimate of the true answers, but accuracy of that aggregation depends on the agreement among the respondents and the number of respondents. The validity of an aggregation of responses as an estimate of the correct answers is given by the Spearman-Brown prophesy formula from psychology (Nunnally 1978, also described in Weller and Romney 1988:72). The Spearman-Brown prophesy formula can be used to articulate the mathematical relationship between the number of people, the agreement among those people, and the reliability (and validity) of an aggregation of their responses. In contrast to classical reliability theory, the focus here is on the agreement among respondents (not items) and the aggregation of responses across respondents, where responses are not scored, recoded, or transformed. As the number of people increases and/or the agreement among people increases, the reliability and validity of their aggregated responses increases. So valid estimates of the answers to questions (answers that correlate highly with the true answers) can be obtained with a small sample of respondents—if there is high agreement in the
responses—or from a larger sample of respondents if there is more heterogeneity in their responses.

To understand the relation between agreement, sample size, and validity, consider the following example. If you were walking in a city and trying to find a bus station, you might ask someone for directions. If you were concerned about the accuracy of those directions, you could ask another person the same question. If the second person gave exactly the same response, you might not ask anyone else for directions. However, if the second person’s response did not agree with that of the first person, you probably would want to ask more people for directions. When variability is low, only a small sample is needed to converge on an answer; when variability is high, a larger sample is needed to discern the answer.

Over the past century, the effect that aggregation across informants increased the accuracy of estimated answers has been observed empirically. Studies compared individual judgments against the true or known ordering of objects to study accuracy of individuals and aggregations of their responses (Gordon 1926; Stroop 1932). Zajonc (1962) also observed the relation between the agreement among individuals and the validity of their aggregated judgments. With simulated data, Weller (1987) showed how quickly aggregates converge on the true answers by increasing either the number of informants or the agreement among the informants.

A reliability analysis on people’s responses to a series of questions can provide an estimate of the culturally correct answers to the questions, an estimate of the reliability and validity of the estimated answers, and an estimate of each individual’s accuracy in answering the questions. In a reliability analysis, first, the correct answers are estimated by averaging the responses across people. Second, the reliability of that set of answers is given by the reliability coefficient, sometimes called Chronbach’s alpha, calculated from the number of people and the agreement among them:

\[ Rel = \frac{n \hat{r}}{1 + (n - 1) \hat{r}}, \]

where \( Rel \) is the reliability coefficient, \( n \) is the number of people being combined, and \( \hat{r} \) is the average Pearson correlation coefficient between all pairs of individuals. Third, the validity of the estimated answers is given by the square root of the reliability coefficient (Nunnally 1978). Finally, informant accuracy—or how well the answers provided by each individual correspond with those of the rest of the group—is provided by the “item-to-total correlations” (the responses of each individual correlated with the aggregated responses of all other individuals without that particular individual).

A reliability analysis of respondents has been used to study informant accuracy and to estimate beliefs. Romney and Weller (1984) used the reliability
model to predict informants’ accuracy when reporting on social interactions. By analyzing reported social interaction data, they used the item-to-total correlations as an index of individual reliability and found that greater individual reliability was correlated with greater reporting accuracy when reported data were compared to observed interactions. In Weller, Romney, and Orr (1986), item-to-total correlations were used as an index of how well the responses of each informant corresponded to the overall group beliefs or norms about child discipline. Adolescents whose responses had lower correlations with the aggregated responses of the group (e.g., those with greater deviance from the group) were more likely to report corporal punishment.

The Cultural Consensus Model

The CCM is also an aggregative technique similar to the analytical methods described above. It is assumed that the investigator does not know the answers to the questions or the competency of the individuals answering the questions. In contrast to a reliability analysis, where the answers are first estimated and then individual correspondence to those answers is calculated, the CCM first estimates individual competencies and then estimates the answers and the confidence in each answer. It is a formal cognitive model (Romney, Weller, Batchelder 1986; Batchelder and Romney 1988), derived from axioms, that describes the processes and parameters involved in answering questions.

The model assumes that an individual is asked a series of questions requiring multiple-choice-type responses. When a question is asked, the participant answers with the correct answer if he or she knows it, but guesses if he or she does not know it. Guessing is assumed to occur without bias; in other words, if a respondent does not know the answer, he or she guesses as if using a coin flip or a roll of dice to answer. The model identifies certain parameters involved in the answering process: the competency of each individual, the number of response categories, and the proportion of culturally correct answers in each response category.

Agreement between any pair of individuals can be shown mathematically to be the result of their individual competencies. Cultural competence is the cultural expertise of each individual with regard to a set of questions. It indicates the proportion of items each person knows. It is not a moral judgment but simply a description of the fact that some people know more about, say, the rules of Major League Baseball and some people know more about gardening.

Cultural competence scores are estimated from the pairwise similarity in responses between all pairs of informants. Because the model only
accommodates categorical-type response data (true-false, multiple-choice, and fill-in-the-blank question formats), agreement between pairs of informants can be calculated with the proportion of identical answers (matches) between individuals. Two people may provide matching answers to a question through knowledge or guessing, so the proportion of matching responses must be corrected for guessing to estimate knowledge. For example, pigeons taking a true-false test by pecking randomly at possible answers would be expected, on average, to get 50% correct by chance even with no knowledge (0% competency) of the test’s subject matter. Thus, in a testing situation, the total proportion of correct answers on a true-false test must be corrected for guessing (by subtracting 1/the number of response choices and then dividing by 1 minus 1/the number of response choices) to estimate the underlying knowledge level. In the case of pigeons, 50% correct – 50% correct by chance = 0% competence ([(.50 – .50) / (1.0 – .50)] = 0.0, or alternatively, 2 times the proportion correct minus 1.0). If someone got 75% of answers correct on a true-false test, their knowledge level would be 50% ([.75 – .50] / [1.0 – .50] = .75 × 2.0 – 1.0 = 0.50). This type of adjustment is routinely used in scoring standardized tests.

Similarly, the proportion of matching answers from a true-false or yes-no questionnaire between respondents also is corrected for the proportion of items that would match because of guessing to estimate competence. A multiple-choice test score indicating the percentage correct based on questions with three response choices would be corrected for one third to estimate the knowledge level. If someone got 75% of answers correct with three response choices, their knowledge level would be estimated as 63% ([.75 – .33] / [1.0 – .33] = 0.63). And, in a consensus analysis on a series of questions with three possible responses, the proportion of matching responses between individuals is corrected for one-third (.33), to remove the effects of guessing. The match method assumes that the data do not contain any response bias. That is, the method assumes that informants do not respond preferentially with true (or false) when unsure of an answer. When bias is present, agreement is inflated, causing competence to appear higher than it really is (Weller and Mann 1997).

With dichotomous (true-false) responses, similarity between respondents can be calculated with the match coefficient or with the covariance method. The covariance method is not sensitive to the presence of response bias when estimating competence (Batchelder and Romney 1988). The covariance method is, however, sensitive to the proportion of true or yes answers in the set of answers. Although the answers are not known beforehand (and the purpose is to estimate them), careful construction of the set of questions with an attempt to balance positive and negative items can usually keep the proportion of true items somewhere between 30% and 70%. However, both
the covariance and match methods will have inaccuracies in the estimated answers when response bias is present (Weller and Mann 1997). It is not clear what effect the presence of response bias and a highly skewed answer key will have on the resulting competence and answer estimates, although the consensus model may simply not fit data (see below) with such extreme conditions.

The cultural competence scores are found by factoring an agreement matrix containing the corrected match or covariance coefficients. The agreement matrix (with observed agreement between individuals \(i\) and \(j\) in cell row \(i\) and column \(j\)) can be used to solve for the unknown competence of each individual (the corresponding main diagonal cells row \(i\) column \(i\) and row \(j\) column \(j\)) when there are three or more individuals. Cultural competence estimates are provided by a principal axis (minimum residual) factoring method that solves for the unknown main diagonal values of the matrix. The competence scores appear as factor loadings on the first factor. To use the agreement between individuals to solve for competence of each individual, the solution should have only a single factor. Thus, a first diagnostic test is to examine the ratio of the first to second eigenvalues to determine the dimensionality of the solution. This indicator helps the researcher determine if the data conform to an assumption of the model, namely, that there is only one set of answers present in the data. When responses are homogeneous across informants, there will be a single pattern of responses across the questions and the eigenvalue ratio will indicate that there is only a single dimension present in the data.

A general rule is that the ratio should be 3 to 1 or greater. If this ratio is approximately this large or larger, then the consensus model may be used to represent the group’s responses with a single set of answers. Also, because the competence scores are interpreted as the proportion of answers that each person knows (and does not guess), the scores must range between 0 and 1, inclusive. Values less than 0 or greater than 1 are undefined.

Answers to questions are estimated by weighting the responses of individuals by their competence scores and then combining the responses. This is accomplished by adjusting the prior probabilities by the observed individual competencies and the pattern of responses to arrive at Bayesian posterior probabilities. This means that the likelihood of each possible answer to each question is considered and calculated as the sum of the likelihood that each person gave a correct answer. The posterior probabilities provide a confidence level for each possible response to each question. Usually, the answer with the highest likelihood is the majority or modal response. Sometimes, however, if more knowledgeable informants are the minority, it is possible for the results to indicate the minority response as the best answer to a question.
Applications of the formal model have used open-ended and multiple-choice questions. Boster (1986) used open-ended questions to study community patterns of plant knowledge. He planted a garden of plants and then asked people to name each plant. Dichotomous (yes-no) questions have been used to study beliefs about AIDS (Trotter et al. 1999), the common cold (Baer et al. 1999), diabetes (Weller et al. 1999), asthma (Pachter et al. 2002), and folk illnesses (Weller et al. 1994; Weller et al. 2003; Baer et al. 2004). In each study, a series of questions was asked about the illness, and respondents answered with yes-no responses. In the folk illness study about empacho (Weller et al. 1994), the results of the CCM classification were compared to those from a binomial test for each question. The CCM was able to classify many more questions than a simple question-by-question statistical test.

The Informal Cultural Consensus Model:
A Factor Analysis of People

There is another version of the CCM that makes fewer assumptions about the data (Romney, Batchelder, and Weller 1987). This model is essentially a factor analysis (principal components analysis) of people. It does not require correcting for guessing, because it is not a model of how questions are asked and answered. Competence scores are not interpreted as the proportion of answers that an individual knows. Rather, the competence scores tell how well the responses of each individual correspond with those of the group. This model is subject oriented in that the analysis focuses on differences between respondents and not variables and is similar to a Q analysis (McKeown and Thomas 1988). The model is distinct from general Q-analytical approaches, however, in that a specific single-factor, single-group model is specified, and the respondents’ factor loadings correspond to their correspondence with the shared group beliefs.

The informal CCM is a set of statistical procedures for estimating answers to a series of questions and estimating respondent accuracy for answering those questions. In this regard, the model is similar to a reliability analysis, except that this model provides a weighted answer key. In the reliability model, answers are estimated with an average of the responses across people. Here, an agreement matrix is factored and the competence scores are used to weight the responses of each individual (by multiplication) and then are summed together. This model can accommodate fully ranked, interval, or ratio-scaled response data, and the Pearson correlation coefficient is used to estimate the similarity or agreement between each pair of respondents.

As with the formal consensus model, the agreement matrix is factored with the minimum residual factoring method (without rotation) to solve for
the missing main diagonal elements in the agreement matrix. The preferred method is actually the maximum likelihood factoring method, although it may fail to reach a solution (Romney, Batchelder, and Weller 1987). The competence scores are the first factor loadings, and the answers (a weighted, linear combination of responses) are found on the first set of factor scores. The method assumes that there is only a single factor solution, so the ratio of the first two eigenvalues is used to determine if the solution is unidimensional.

Applications of the informal model have used ranked data to study perceived mortality, causes of cancer, social class, and social support. In the Romney, Batchelder, and Weller (1987) article on the informal version of consensus analysis, an example is shown where students ranked the causes of death from the most to least frequent, and then their answers were compared to mortality statistics. Chavez et al. (1995) had women rank-order potential causes of cancer from most to least likely to understand women’s perceptions of the causes of breast and cervical cancer. Magana, Burton, and Ferriera-Pinto (1995) identified a single, shared ordering of occupational prestige from informants’ rankings of occupations in terms of their prestige. Dressler, McBalieiro, and Dos Santos (1997) used the informal consensus model to estimate cultural patterns in seeking social support.

An interesting application done before consensus theory was formalized was a study of height by Dawes (1977). Dawes had respondents rate the height of colleagues and then used factor analysis to combine the ratings. The first set of factor scores (like the consensus answer key) correlated extremely well (.98) with measured height. Romney, Batchelder, and Weller’s (1987) study of causes of death and Dawes’s (1977) study of height provide important evidence about the validity of model estimates.

ISSUES THAT ARISE IN APPLICATIONS

Development of Interview Materials

We turn now to issues that arise in applying consensus theory to real data. The first step in a study of cultural beliefs is the development of appropriate interview materials. Questions may be developed from information obtained from a variety of sources. New items may be generated from open-ended, structured interviews with individuals or small groups. Items also may be taken from existing sources such as scientific publications, archival records, or previous questionnaires and tests. The items should be reasonable indicators of the concept being measured (content validity). Because abstract concepts
require more questions to estimate the concept, the goal is to obtain twenty
or more questions/items, at the same level of difficulty, on a single topic.

Questionnaire development is similar to that for attitudinal studies in that
items are generated from a sample of individuals similar to those whom you
wish to study, the items should be reasonable indicators of the concept, and
the items should be balanced in terms of their positive and negative aspects.
The questions should have enough variation so that there will be variation
in the responses. This means that to the extent possible, questions should elicit
both positive and negative responses. (For more information on item gen-
eration and interview development, see Weller and Romney [1988] and
Weller [1998]).

For example, if we wanted to learn about people’s beliefs about AIDS, we
might begin with open-ended questions eliciting descriptions of AIDS. Inter-
viewers might ask people to describe causes, symptoms, treatments, experi-
ences, and so forth concerning AIDS. Responses from these interviews and
other sources would then be used to create a set of questions designed to sys-
tematically study beliefs and variation in beliefs about AIDS (see Trotter et al.
from a public bathroom? Can you get infected with AIDS when you donate
blood to someone else? Are people with AIDS more susceptible to getting
other illnesses? Is a cold that will not go away a symptom of AIDS? Do you
have diarrhea with AIDS? If you have a positive attitude, can you help cure
AIDS? Is a doctor the best person to treat AIDS?

Writing good items is not a trivial task. Questions and statements need
to be clear and need to be understood in the same way by all the respon-
dents. Questions can cover various aspects of the topic. For an illness, ques-
tions can cover causes, symptoms, treatments, and so on. Balancing positive
and negative items is also important. For example, some questions should
be reasonably answered as no and some as yes to avoid a response bias set
where respondents simply answer yes to all or most of the questions. To do
this, some items need to be reversed and/or supplemented. If an item is
elicted in open-ended interviewing concerning transmission of AIDS—that
you can get it from having sex with a prostitute or by using a contaminated
needle—you may want to further explore the notion of contagion by asking
if you can get AIDS by being near someone with AIDS or if you can get
AIDS by using the utensils of someone infected with AIDS. Similarly,
symptoms identified in open-ended interviews can be supplemented with
questions about various body systems: Do you have a runny nose and
cough? Do you have a fever? Do you have a stomachache? Do you have
aches and pains?
So of the ideas expressed in open-ended interviews, some need to be expressed in a negative form (using supplemental negative questions if necessary). Batchelder and Romney (1988) noted that there should be about an equal number of positive and negative items. With careful attention to item content, between 30% and 70% should be reasonably answered yes and between 70% and 30% answered no. This is similar to the need to balance positive and negative items when designing interview materials for the development of attitudinal scales (Nunnally 1978).

Can I do a consensus analysis on responses to only four questions? Although this can be done, it is not advisable. All the methods described above rely on the agreement between people across questions (questions are the unit of analysis). To estimate the agreement between each pair of informants, a greater number of questions provides a more stable (and thus, better) estimate. At least twenty questions are recommended to obtain reasonable estimates.

If the questionnaire is a true-false or a yes-no set of questions, can “I don’t know” be a separate response choice? In general, it should not. Respondents should be encouraged to answer every question. However, if there are some missing responses, responses can be “guessed” for the respondent by flipping a coin. Remember that the formal model assumes that people will guess when they do not know an answer. Thus, a missing answer can be imputed by randomly inserting a 0 or a 1. “I don’t know” should not be considered as a third response category, because the model has a built-in correction for guessing. In general, I allow up to 10% missing responses per person and impute random answers for those that are missing, although this is a fairly arbitrary rule.

Can the consensus model be used with open-ended questions with responses such as free-recall lists or with narratives? Responses to open-ended questions can be analyzed with the CCM, only if informants are asked a series of questions and give only one answer for each question. For example, the consensus model can handle responses to questions such as “Who owns this land?” and every time the question is asked, the informant is shown a new plot of land. The same holds true if informants are asked, “What plant is this?” (Boster 1986) for each of fifteen different plants, and each informant responds to each question with only one word, one name, or a single short phrase. The CCM can handle responses to open-ended questions, but only for single-word or short-phrase responses.
The CCM cannot accommodate response data where more than one answer is given for a single question (as is the case in free-recall listing; Weller and Romney 1988:chap. 2). However, such data may be analyzed with a related model, such as the reliability model. For example, if all informants are asked one question, “Tell me [or write one page] on why you decided to become an anthropologist,” the responses may be analyzed for the presence or absence of particular themes. After collecting the narrative statements, a cumulative list of the unique themes mentioned by all the informants is compiled. Then, for each narrative, the presence or absence of each theme is noted, specifically, in a table where each row indicates an informant, each column refers to a specific theme, and cells in the table indicate whether a person mentioned a theme (1) or did not mention the theme (0). This type of problem and data coding can be handled with a reliability analysis. The presence or absence of themes can be analyzed to see the main themes (mentioned by a majority of informants), the agreement among informants, and the correspondence between each individual’s themes and the main themes mentioned by the group.

If narrative responses are recorded for each question, can they be categorized into two or more categories by content? When categorizing responses into mutually exclusive categories, instead of using verbatim responses, standard coding techniques for handling of qualitative data must first be used. Rules for coding passages must be made explicit, and two or more coders should independently code the data. Because the categories no longer represent verbatim responses of informants, the formal consensus model cannot be used. If all response categories are dichotomous, a reliability analysis of respondents can be used. If multiple categories are used, the answers can be estimated by using the modal response for each question (D’Andrade 1987).

Can a written or “paper and pencil” questionnaire be used? Although most applications have used face-to-face oral interviews, the analytic techniques would apply as well to written materials. A disadvantage of written responses is that respondents must know how to read, they must understand what is expected of them, and they should not skip questions. An advantage of written materials, however, is that they may be administered in a group setting without violating the independence assumption as long as respondents do not consult one another. The original application (Romney, Weller, and Batchelder 1986) used an interview in a testlike format.

Can the consensus model be used with rating scale responses? Rating scales are a little problematic. If the ordinal information is ignored and the
responses are considered as categories, then the formal CCM can be used. If the ordinal information is used, then the informal model must be used. Although the informal model specifies fully ranked data or interval/ratio estimates, rating scales are often used in factor analyses and are probably appropriate. However, rating scales would most likely perform best with a greater number of ranks. Thus, when designing interview or questionnaire materials, 7-point rating scales are better than 3-point rating scales. Because the similarity between pairs of individuals is measured with the Pearson correlation coefficient, it is not necessary to standardize respondents’ rating scales prior to analysis.

When using rating scales or ranking, should there still be positive and negative items? As for questions with dichotomous response categories, questions with rating scale responses also should have a balance between positive and negative questions. For rating scales, this is like considering responses on a 6-point rating scale where responses that are 3 and above would be considered as 1s and those below 3 would be considered as 0s. With dichotomous responses, some questions should be answerable as true or yes and some as false or no. With rating scale responses, some questions should be answerable on the high end of the scale and others on the low end of the scale. Ideally, there should be roughly an equal number of each type of question or statement to ensure that there is some variability between respondents.

An exception to the balancing of positive and negative items, however, can occur for ranked items. Part of the reason for this is that a maximum amount of variance is forced into the data of each individual by using all ranks from 1 to k. Items should represent a range of possibilities but should be expressed in a similar way. A difference between desirable or good aspects and undesirable or bad aspects can dominate a rank order, with good aspects consistently being ranked higher than those considered to be bad. Good and bad features should be explored separately, or all items need to be stated in either a positive or negative form. For example, when asking individuals to rank the desirability of neighborhood attributes, an item might be “Houses are not painted, and yards are untended.” Among a set of positive attributes, it might be better to say, “Houses are painted regularly, and the yards are well kept.” If a subgroup of items is expressed in a negative form and a subgroup in a positive form, the negative items may be consistently ranked low and the positive items consistently ranked high, which may artificially inflate agreement. For example, in a study of personal attributes, Romney et al. (1979) and Freeman et al. (1981) divided the items into the two subsets’ descriptors of success and failure, because detail within each subgroup was overwhelmed by the difference between the two groups.
Can the consensus model be used with judged similarity data, such as pile sorts or triads? Currently, the formal consensus model cannot accommodate this type of data. Remember that the formal model models the process of how questions are asked and answered, and similarity data do not fit the assumptions. Triad similarity judgments could be analyzed with the formal consensus model with three choices for each set of items, but the answers for each item are not completely independent of the answers for other sets. A preferable way to analyze triadic similarity data is to transform the triad choices into the pairwise similarity vector for each individual and then use reliability or factor analysis. For $k$ items, this would result in information on $k(k - 1)/2$ pairs. Thus, a ten-item triad task would result in a factor analysis on people across the forty-five pairs. Pile sort data could also be analyzed with a reliability or factor analysis, if and only if each person has the same number of piles. As for triads, individuals can be compared in terms of their vector of responses (representing each pair of items), but for pile sort data, 0s and 1s indicate whether the pair is alike or not.

Sample Size Estimation

Because the relationship between agreement, the number of informants, and the validity of the aggregated responses is formalized, sample size requirements for such studies can also be calculated. Using the Spearman Brown prophesy formula (Nunnally 1978; Weller and Romney 1988:72), sample size can be calculated for various levels of agreement (expressed as the average Pearson correlation coefficient between all pairs of respondents or as cultural competency) and for different levels of validity (the correlation between the estimated answers and the true answers). The average Pearson correlation coefficient between respondents is equivalent to the squared average group competency (Weller 1987). So if the average correlation between respondents is .25 (average cultural competency is .50) and the sample size is twenty-eight, the averaged responses (estimated answers) would correlate with the true answers at about .95 (see Table 1). Similar estimates can be calculated (Table 2 for the consensus model; Romney, Weller, and Batchelder 1986): At a comparable level of agreement (cultural competency = .50), a sample size of twenty-three would correctly classify 95% of the answers at the .99 confidence level.

How do I know what sample size I need before I do a study and I do not know the level of agreement or competency I will find? In general, when the level of shared beliefs reaches the 50% level (average cultural competency is .50), there is sufficient agreement that the consensus model can identify
a single response pattern. A strong cultural pattern appears to be present when this level reaches about 67% (.66). When beginning a study, it is best to estimate the agreement conservatively, that is, to (1) assume that there will only be a low level of agreement, say 50% sharing of beliefs (competency), and (2) to require

<table>
<thead>
<tr>
<th>Agreement (^b) (competency)</th>
<th>Validity(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.80</td>
</tr>
<tr>
<td>.16 (.40)</td>
<td>10</td>
</tr>
<tr>
<td>.25 (.50)</td>
<td>5</td>
</tr>
<tr>
<td>.36 (.60)</td>
<td>3</td>
</tr>
<tr>
<td>.49 (.70)</td>
<td>2</td>
</tr>
</tbody>
</table>

\(a\). Validity is the correlation between the aggregated responses and the “true” answers. 
\(b\). Agreement is expressed as the average Pearson correlation coefficient (and average competency).

<table>
<thead>
<tr>
<th>Cultural Competency</th>
<th>Proportion of Items Classified Correctly at .99 Confidence Level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.80</td>
</tr>
<tr>
<td>.50</td>
<td>15</td>
</tr>
<tr>
<td>.60</td>
<td>10</td>
</tr>
<tr>
<td>.70</td>
<td>5</td>
</tr>
<tr>
<td>.80</td>
<td>4</td>
</tr>
<tr>
<td>.90</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cultural Competency</th>
<th>Proportion of Items Classified Correctly at .999 Confidence Level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.80</td>
</tr>
<tr>
<td>.50</td>
<td>19</td>
</tr>
<tr>
<td>.60</td>
<td>11</td>
</tr>
<tr>
<td>.70</td>
<td>7</td>
</tr>
<tr>
<td>.80</td>
<td>6</td>
</tr>
<tr>
<td>.90</td>
<td>4</td>
</tr>
</tbody>
</table>

SOURCE: Table adapted from Romney, Weller, and Batchelder (1986).
*requires more than thirty informants.
a high accuracy of the answers (.95 validity). The minimum sample size, given these stringent criteria, is about thirty people (per group). If only twenty people are interviewed and average competency is higher than .50 (say it is .60), then the answers can be used with the same degree of accuracy or confidence. However, if only ten people are interviewed and the average competency is .50, then the answers have much lower accuracy (validity between .85 and .90).

**Can I do a consensus analysis with responses from only four people?** The number of people necessary is determined by the agreement observed in their responses and the accuracy with which you hope to estimate the answers. For extremely high consensus data, four people may be sufficient. After a study is completed and the level of agreement (competency) is known, the validity of the estimated answers can be determined.

**Doing the Analysis**

**What software is available to do these analyses?** The formal consensus model is currently available in ANTHROPAC (Borgatti 1996) and UCINET (Borgatti, Everett, and Freeman 2002). Software for the informal model is available in most statistical packages. The informal model can be run with a factor analysis procedure, the minimum-residual method that solves for the missing diagonal without rotation. However, when statistical procedures such as reliability or factor analysis are used for consensus applications, the data must be analyzed with the dataset transposed from its usual structure so that questions become the unit of analysis (the rows in a data matrix) and people are the variables (the columns in a data matrix).

A reliability analysis can be conducted with standard statistical software such as SPSS or SAS. Before you begin, the data must be transposed so that people are the columns and the questions are the rows. Dichotomous, ranked, and interval responses can be used. The software should automatically provide the reliability coefficient, and you can take the square root of that value to obtain the validity coefficient (the correlation between the aggregated responses and the true answers). The estimated answers to the questions are generally provided as the average score for each question. To get an accuracy estimate for each respondent, request the item-to-total correlations. These numbers are the correlation between the responses of each individual and the aggregated responses of the group (minus that individual). You can also request the average Pearson correlation coefficient.

A factor analysis of respondents can be used to obtain the estimated answers and individual accuracy estimates for ordinal- or interval-scaled responses. For example, a sample of respondents might be asked to estimate the heights of each of twenty people, or a set of twenty items might be ranked on a single
concept from 1 to 20. Again, the data must be transposed from the usual structure so that respondents are the columns in the dataset and items are the rows. A factoring procedure is used to solve for competency from agreement. In general, select the minimum-residual or principal factor algorithm (no rotation); this is the factoring method that assumes that the main diagonal of the correlations matrix between respondents is missing and must be estimated. Similarity between respondents will be calculated with the Pearson correlation coefficient (usually the default method). The solution should not be rotated. In the output, look for the eigenvalues, factor loadings, and factor scores. The eigenvalues help determine whether the solution is unidimensional (the first value divided by the second should be 3 or greater). The factor loadings are the estimated individual competence values. The factor scores are the estimated answers; they are the weighted, aggregated responses. Factor scores are readily provided in some programs (SPSS) and not so readily in others.

Factor scores are usually provided as standardized variables (mean of zero, standard deviation of one) but may be transformed back to your original units of data collection. To transform the first set of factor scores so that the answers look like your original units, multiply each value by the original standard deviation and then add the original mean:

\[ A_i = (F_i \cdot s_0) + M, \]

where \( A_i \) is each answer in original units, \( F_i \) is the factor score on the first factor for the \( i \)th answer, \( s_0 \) is the original standard deviation, and \( M \) is the original mean. For example, if the task involved ranking 20 items from 1 to 20, the original mean (\( M \)) is 10.500 and the standard deviation (\( s_0 \)) is 5.916. To begin to transform standardized factor scores from the computer output, a standardized factor score of 1.60 would be 19.97 (1.60 \( \times \) 5.916 + 10.500) in the original units and a value of –1.60 would be 1.03. (The factors scores can also simply be ranked from 1 to 20.)

The formal CCM (Romney, Weller, and Batchelder 1986) can only be run in ANTHROPAC (Borgatti 1996) and UCINET (Borgatti, Everett, and Freeman 2002). This model only accommodates categorical response data. For ANTHROPAC, data may be in the more common form, where respondents are rows and questions are columns, since the program is smart enough to use the respondents as the units of analysis. Select “analysis” and then “consensus.” With dichotomous response data (only two response choices for each question), similarity between respondents may be assessed with either the match method or the covariance method (see more below). With three or more response choices, only the match method may be used. ANTHROPAC will automatically provide all information: the eigenvalue ratio (to assess goodness
of fit), the individual competency scores (to assess variation in knowledge about the questions), and the estimated answers to the questions (the answer “key”) with the likelihood for each response that it is the correct response.

With the formal consensus model, how do you decide whether to use the match or the covariance method when you have dichotomous response data? As mentioned previously, the match method assumes no response bias, and the covariance method assumes that the proportion of true or yes answers is .50. Romney (1999:S109) advocates using both methods and comparing the competency estimates. If the positive (true or yes) and negative (false or no) items are balanced (around .50 but between .30 and .70), the difference between the competency scores estimated by the match and covariance methods can indicate if there is response bias present and how much there might be. The match estimates are inflated when response bias is present. I typically try to keep an equal proportion of positive and negative items and use the covariance method. Note, however, that if response bias is present, the answers with either method will be less accurate (Weller and Mann 1997). The new models of Karabatsos and Batchelder (2003) now attempt to model the bias parameter for each individual.

How can you tell if consensus theory is appropriate for your data; how do you determine whether the model fits the data? An assumption of consensus theory is that there is a single, shared set of culturally appropriate answers for the questions asked. This means that there is high agreement with consistency in responses. A first step, therefore, is to test whether this is true. If it is true, then consensus analysis may be used. If not, some other approaches are necessary. The ratio of the first and second eigenvalues tells whether there is a single response pattern present in the data. In spite of variation among individuals in answers, if there is a single pattern of answers, the ratio of the first and second eigenvalues will be large. If a plot were made of the dimensions/factors (horizontal axis) by the eigenvalues (vertical axis), there should be a large relative drop in value from the first to the second value. This plot is called a “scree plot.” By custom, if the first value is three times larger than the second, it can be reasonably assumed that there is only a single factor present in the response data.

Homogeneity of items (equal item difficulty) is also an assumption but not often checked. To check for the homogeneity of the questions, questions can be randomly divided into subparts and competence calculated for the respondents on each of the subsets. Competence for respondents is then correlated between the two subsets of questions. The correlation between the two sets of competency estimates should be high, meaning that those who
have high competence on one set of questions should also have high competence on another set of questions.

*What if the model does not fit?* If the initial analysis of pairwise agreement between informants indicates that there is more than one factor or dimension in the solution, other methods must be sought. One way to explore this issue is to examine the competence scores (the factor loadings from the first factor) and see if they correlate with any other information about the people in the sample. When there is more than one group of respondents present (e.g., more than one answer key or set of beliefs), the factor loadings on the first factor may have a large proportion of negative scores. Do women score high (positive scores) and men low (negative scores)? Or are high (positive) scores associated with urban residents and low (negative) scores with rural residents? This would indicate the presence of more than one subcultural group. In the case of two such groups, the competence scores may be positive for one group and negative for the other. In that case, the groups should be analyzed separately.

Sometimes, it may appear that the model does not fit, but what actually happened is that there was insufficient variation in responses. In fact, respondents can report that they agree strongly with all items, but the analysis suggests that there is no consensus. This is because of a statistical artifact that occurs when there is little variation. For example, consider a series of dichotomous questions where all respondents answered all questions with yes or if items were rated from 1 *strongly disagree* to 7 *strongly agree*, but all respondents rated each item as 7 *strongly agree*. There would be high agreement and no variation. What can you conclude in the face of perfect agreement? The conclusion is that yes, indeed, there is high agreement that these items are important. What would happen if these hypothetical data were passed through a consensus analysis? The analysis would blow up, because a correlation coefficient cannot be calculated without variance and is thus undefined. Note that this occurs if informants all answer “agree” or if they all answer “disagree.”

Although the above example is extreme, the same problem occurs when there is very low variance across respondents—if, for example, the average response were 6.0 for each of the items, but some individuals choose 5, some choose 6, and some choose 7 as their responses. There would still be high overall agreement, since no one has reported that they disagreed about these propositions (e.g., no one has chosen the rating scales values of 1, 2, 3, or even 4). However, the average correlation coefficient between respondents would approach 0. The problem is not whether there is agreement but that there is agreement with little variation across items so that statistical
measures of agreement tend toward 0 or toward being undefined. The problem of insufficient variance can usually be avoided by having a balance of positive and negative items.

*Do I need to use other methods to explore patterns in responses, such as MDS?* If data fit the CCM, then the data are unidimensional. The respondents have provided responses that are sufficiently homogeneous that their patterns of responses in the agreement matrix can be captured with the single array of competence scores. Subgroups of informants (that is, subcultures) may be compared using the competence scores (or loadings for the first factor). Multidimensional scaling is generally not necessary and in fact may artifically display the unidimensional data as a horseshoe shape in two dimensions (Kruskal and Wish 1990).

*Could there be subgroup variation in beliefs in addition to the shared or consensual beliefs?* When looking for beliefs in addition to those described by the CCM, loadings on the second factor may be used for comparisons. To date, only a few researchers have explored this variation. Boster (1986) identified variation between kin groups in addition to the overall agreement on plant naming. Boster and Johnson (1989) examined variation in addition to the consensual pattern in fish identification. Handwerker (2002) studied parent-teacher activities and identified a subsample of respondents that appeared to have a slightly different organization of the activities. Recently, Berges et al. (2007) identified an overall pattern for seeking social support and identified variations between minority and nonminority preferences in addition to the general pattern.

Although the first factor solution provides the unidimensional ordering of respondents according to their competence or accuracy in reporting (values on the first factor loadings) and an estimate of the answers, there may be additional information in subsequent factors. There are a few points to consider when searching for additional patterns. First, any known information about respondents (age, ethnicity, etc.) may be compared to the factor scores to see if there are subgroups of people that may have some systematic differences in responses. Those variables allow for the sample to be divided into specific subgroups. Second, analysis of the subgroups separately provides information about the agreement and coherence of beliefs within each group and provides an estimate of the answers for each group. Finally, it is important to assess the correlation between the answers/solutions between the subgroups and to estimate the validity of the solutions (given the sample sizes) to ensure that differences between the groups are not simply caused by sampling variation. If a subgroup has fewer than twenty people
or the average agreement drops within a subgroup, the answers may not be reliable. Reliability and validity of the answers can be estimated with Table 1 or 2. A correlation calculated between the answer keys for each subgroup can help determine how similar or different they are.

In the study of social support, the general pattern of social support shared across demographic subgroups was for kin and then nonkin sources of support. However, a comparison of demographic information on the respondents (such as marital status, ethnicity, and level of education) indicated some variations in the model between minority (African American and Mexican American) and nonminority (white) respondents. Finding the difference is relatively easy: Statistical tests can be used to compare demographic and other information on respondents with the loadings on the second and subsequent factors. Interpreting the difference is more complex. Berges et al. (2007) conducted consensus analyses separately for the minority and white respondents as well as for everyone together and compared all three answer keys. There was sufficient agreement and a sufficient sample size, given the level of agreement, to obtain stable answers for each subgroup. It was in this detailed comparison that it was evident that whites, although preferring kin to nonkin sources, would also consult nonkin “others” when they had a problem with their spouse or if they needed to borrow money.

Does a high eigenvalue ratio mean that there is high agreement? A high ratio between the first and second eigenvalues indicates that the solution has only a single dimension. When a single dimension is present, then by definition, there is moderately high agreement present in the response data. The actual value of the ratio, however, is not directly related to the average level of agreement present in the data. The average competence score provides information directly about the level of agreement present in the data, because the square of the average competency level of a group is approximately equal to the average Pearson correlation coefficient between all pairs of respondents (Weller 1987).

If competence scores can only range between 0 and 1, inclusive, what do I do if I have one competence score of −.01? If there is only one negative score and it is very close to 0, you might assume that it is 0. However, if there is more than one negative score (or score greater than 1.0) or the negative (or greater than 1.0) scores are not close to zero, then the model does not fit, at least for those individuals.

Can I just drop or omit people that don’t fit the model? Eliminating people from the sample can be unethical, so this can only be done under very
careful circumstances and with full disclosure of the process and rationale. For example, if one person had a moderately sized negative competence score, this would be reported; the person’s demographic variables could be used to see if other such people maybe scored low (younger vs. older, low vs. high education). If only one person appeared unusual, this would be reported and the analysis might be tried again without that person. In general, omitting part of a sample is considered unethical because the results do not describe the whole sample. When a sample is selected to be representative of some group, all of the sample must be accounted for in the analysis. If sub-samples are to be analyzed separately, the rationale and explicit criteria defining subgroups (such as demographic categories) need to be stated, and then the groups may be analyzed separately. This was the case in the study by Berges et al. (2007) that found ethnic differences in social support patterns.

Can this model be used in participant observational research, where the data are observations or behaviors instead of beliefs? Because the formal CCM represents the process of asking and answering questions, it is not appropriate for behavioral or observation data. To study normative behaviors from observations of behaviors (and not reports), a similar approach could be used by using a related analysis with fewer assumptions and requirements. Either a simple aggregation of behaviors (estimating the modal action) or a reliability analysis of such behaviors would provide analogous information.

Does the method create agreement? Although there are group processes whose purpose is to bring a group of people to consensus (such as nominal and Delphi group processes), the CCM is not such a group consensus-building technique. Instead, it is a method to evaluate the level of agreement within responses by a sample of informants. The CCM assumes that responses of informants are independent of one another and not reported in a group setting or with consultation with others. The CCM does not create agreement or make assumptions about how agreement may have occurred among the informants; it only tests for and describes agreement that is there.

Are there other statistical methods to assess consensus? As with most statistical techniques, there are inferential and descriptive methods. Inferential tests determine whether the observed agreement is significantly greater than chance. Significance, however, is driven by the amount of agreement and the number of respondents. As mentioned previously, a binomial test can be used to test whether agreement is greater than chance for a single question. Two tests are available for measuring agreement across a series of items that
have been ranked. One is Kendall’s test of concordance, \(W\), and another is Friedman’s test (see Siegel 1956 for both). Descriptive measures of the amount of agreement are the average Spearman’s rho (in Kendall’s concordance) and the average Pearson correlation coefficient used in reliability analysis. An inferential test might indicate that agreement is greater than chance, but a consensus analysis (a principal components analysis of respondents) can indicate if there is one or more patterns in that agreement.

**Interpreting Results**

Confidence levels and the culturally correct answers. If the consensus model fits the data, then both the formal and informal models provide the best estimates for the answers to the questions, given the responses. For the informal model, these appear as the standardized factor scores and may be rescaled to look more like the original units. With the formal CCM, a probability value is associated with each response category. These are the Bayesian-adjusted posterior probabilities. A Bayesian adjustment is a revision of the probability, given the evidence of the pattern in responses; it is the likelihood that each possible answer is correct, given the competency of the individuals and the pattern of responses. Before responses are collected, each dichotomous question has a 50% chance that the answer is (a) and a 50% chance that the answer is (b).

After estimating the competency of the respondents and the pattern of their responses, these probabilities may be revised so that the probability that the answer is (b) is 99.9%, and the probability that the answer is (a) is 0.01%. These latter, posterior probabilities are used to determine the set of answers. Because these values are sensitive to sample size, it is important to use a criterion that considers sample size. For similar levels of agreement, larger sample sizes classify items at higher confidence levels: Compare .90, .95, .99, and .999 confidence levels and sample sizes in Romney, Weller, and Batchelder (1986) and .99 and .999 confidence levels in Table 2. This means that if one moves between applications with different sample sizes, different confidence levels may be appropriate. A very basic introduction to Bayes’s conditional probabilities may be found in introductory statistics books that cover probabilities (Harnett 1975:64–68). Romney, Weller, and Batchelder (1986) detail the calculations to show how the confidence level is found.

Does pooling of informants’ responses “idealize” cultural beliefs? It is incorrect to think that CCT is somehow different from other statistical techniques or theories (for a full discussion, see Romney 1999). CCT is not really different from other statistical methods. Methods have assumptions about
the level of measurement (categorical, ordinal, interval) appropriate for analysis and a way to determine whether a model fits the data (descriptive measures of goodness of fit, such as a correlation coefficient). Statistical methods are not synonymous with the theories and hypotheses that they test; they are tools to test ideas.

Pooling or aggregating responses is not a new technique. We know from statistics (the Central Limit Theorem) that an average of responses is an unbiased estimate of the population mean when representative sampling is used. We also know that although an aggregation of responses is the single best estimate, the relative accuracy of that estimate diminishes as variance in responses increases. So for a single item/question, if the range of responses is large and responses deviate greatly from the mean, accuracy of the mean is less than when the responses cluster closely about the mean. For example, if seven individuals were asked to report the age at which a particular ritual should be performed for girls and respond with 18, 20, 20, 21, 22, 22, and 24 and when asked the same question for boys they respond 6, 13, 18, 21, 24, 29, and 36, the summary response for both questions would be 21, but the estimate of 21 serves as a better summary measure for the first question than for the second.

The relation between the aggregate and within-group variance is also true for dichotomous data. If seven people are asked if infant boys should be circumcised at birth and they respond yes, yes, no, yes, yes, yes, yes and then they are asked if girls should have their ears pierced at birth and they respond yes, no, no, no, yes, yes, yes, then we see that there is lower variance in responses about circumcision (86% said yes) than there is for ear piercing (57% said yes). The modal response in both cases is yes, but circumcision is more strongly supported than is ear piercing for this sample.

What CCT does, in essence, is to use an aggregation of responses to estimate the answers to questions and to see how much each person’s responses deviate from it. The first test, however, is to check the heterogeneity in responses. The ratio of the first to second eigenvalues provides an indicator of whether the responses are homogeneous or heterogeneous across people. When the first eigenvalue is large, relative to the second eigenvalue, then there is a single response pattern present in the data. When this indicator of goodness of fit is not met, then responses are heterogeneous, and there may be multiple or no patterns present in the responses. This threshold level occurs at approximately an average competence (shared knowledge level) of less than .50; the equivalent to an average interperson correlation coefficient of .25 (Weller 1987). Thus, consensus theory tends only to be applicable to data with high agreement.
Can I generalize to a whole culture from a single sample? One of the most important issues in interpretation and generalization of sample results is how the sample was selected. If the sample is not representative of a larger group, then generalizations are limited to the sample. The methods of selecting respondents should parallel the degree to which you want to generalize. If the sample of informants is representative of a larger group or if several samples represent population variation, then results may be generalizable from the sample to a larger population.

Can agreement vary across different samples of respondents and different samples of questions? First, it is important to select respondents according to the purpose of the study and degree to which one would like to generalize from the findings (Johnson 1990). Similarly, items/questions should be representative, if not exhaustive, of the set of items on a particular topic or domain. Items should be homogeneous in terms of difficulty. When items come from a coherent domain and are homogeneous, the relative competence of respondents should be stable across different subsets of questions.

Aunger (2004:78) expressed concern that results could indicate that the sample as a whole might agree when, in fact, some subgroups might have little or no agreement. Some cultural knowledge is highly and evenly distributed across culture members. Some is not. When knowledge is unevenly distributed, one subgroup may have expertise while others have little or none. This variation is evident in the set of competency scores. As long as those with less expertise do not have a distinctly different response pattern, results would indicate that there is a single model and that one group knows it better than another. For example, when young adults judge the relative effectiveness of an array of contraceptive methods, women tend to have higher competence (meaning they rank the methods similarly), and men tend to have lower scores (their responses do not indicate a different pattern; they are just less consistent in their rankings). If analyzed separately, it is possible that the men’s responses might not have sufficient agreement to indicate consensus. These results would indicate that there is one model (not two separate models) and that one group knows it more than another. When one group has little or no knowledge, it does not detract from finding the predominant pattern of shared cultural knowledge; it just takes a larger sample to find it, since that group adds “noise” to the data. The average agreement for the whole group will be between the high value of the experts and the lower value among the novices.

Can you really say that consensus finds the “beliefs” of the respondents (e.g., what they actually believe)? Responses may not actually estimate
beliefs; instead, results are a summary of what people say. Results assume, as do most techniques that rely on interview data, that respondents, for the most part and to the best of their ability, tell the truth. Respondents, of course, vary in what they know and in their ability to recall and report what they know. The effect of individuals who might purposively mislead an investigator are mitigated by the agreement of others. Only wide-scale collusion, with systematic bias across most of the respondents, would affect results. Systematic bias, on the other hand—the tendency to answer in a particular way when unsure of the answer—can affect the accuracy of results (Weller and Mann 1997).

SUMMARY

Currently, CCT has two basic forms: a formal cognitive model and a set of analytic procedures that serves as an informal version of the model. Both estimate the group normative answers and individual competence in reporting on those answers. The informal consensus model is a principal components-type analysis of people. With this analysis, the degree to which individuals correspond to the group or the proportion of beliefs shared between an individual and the group is estimated with factor loadings, and the answers are estimated with the factor scores. A reliability analysis of people can provide similar information. These analyses are available in most major statistical software packages but must be run with people as the column variables and the questions as the units of observation (rows). The informal consensus model can handle response types that are appropriate for the Pearson correlation coefficient: dichotomous, interval, or ratio-scaled response data. Ranked data are also often used.

The formal version of the CCM is more than a set of analytic procedures. Rather, it is a family of models that represent the answering process (for example, with guessing) and estimate various parameters in the answering process. The simplest model and the one described in this article is the original or basic consensus model. In the basic model, parameters that must be estimated are the amount of guessing and the proportion of true or yes responses in the answer key. The model assumes item homogeneity, no response bias, and one answer key. It currently accommodates only categorical response data (dichotomous, multiple-choice, and open-ended short answers). Agreement is measured with the match method when there are two or more response categories or the covariance method when there are only two response categories. The answer key is estimated by weighting the responses of individuals by their cultural competency scores, and Bayesian posterior probabilities express the confidence level for each possible answer.
More consensus models are being developed. Because fitting the basic model to real-life field data can stretch assumptions of the basic model, new extensions test and model additional parameters in the answering process. Both the covariance and match method estimates of answers are affected by response bias and become inaccurate when response bias is present (Weller and Mann 1997). A new model (Karabatsos and Batchelder 2003) tests for the presence of response bias and whether items vary in their difficulty (and are thus not homogeneous) as well as estimating competency and the answers. Another version under development (Batchelder and Romney 1989) tests the assumption that there is only one answer key. This latter version will be able to handle individuals or groups with different beliefs (e.g., different sets of answers) and classify the individuals into separate classes. This model will help solve the problem of determining whether samples have meaningful differences in response patterns.
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